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**Abstract**

This paper looks to expand on the current literature on bank failure early warning systems regarding the effect of sample selection methods have on predictive ability. There has been very little work regarding optimal sample selection methods regarding bank failures. This is imperative as bankruptcy data is highly imbalanced causing regular statistical and machine learning methods to potentially have difficulty identifying failing banks with all the noise. Four sampling methods with a regularized logistic regression is applied to FDIC bank data to find the optimal sampling method to create a two year early warning system. **Continue with Results of Paper**
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**Introduction**

Since the global financial Crisis (GFC) in 2008, there was 511 bank failures in the United States with the majority resulting from the crisis (FDIC). The GFC prompted governments across the world to enact new legislation and regulations aimed at promoting better stability for the financial system. As a result, Basel III was developed which are international supervisory guidelines meant to mitigate the risks financial institutions can pose due to lack of proper safe guards. In an effort to improve supervision there has been a resurgence in research regarding early warning systems (EWS) following the work of Beaver (1966) who originally used financial ratios to predict bank failures. These are statistical & machine learning models used by regulatory agencies to identify institutions that are potentially at risk of default. EWS allow regulators to proactively take action for at risk institutions minimizing the impact on consumers and the wider economy. These actions range from regulatory restrictions to assuming conservatorship of an institution.

Early warning systems have been created for a wide range of domains in an attempt to be better prepared for difficult situations. Researchers in China have created an air quality warning system for cities using six types of air pollution along with a support vector machine to help predict when pollution levels might become dangerously high (Xu, Yany, Wang 2017). In education EWS has been proven to help to identify potentially at-risk students allowing institutions to intervene earlier allowing a greater probability of success for those students. This study using Learning Management Data found that they could predict with a 81% accuracy students who would receive a failing grade using logistic regression (Macfadyen, Dawson 2010). Political scientists have also developed an EWS for forecasting potential political violence in countries (Hegre et.al 2019). Using an Artificial Neural Network researchers in Turkey were able to correctly predict a currency crisis may occur within a 12-month period (Sevim, Oztekin, Bali, Gumus, Guresen 2014).

Many statistical methods have been used over the years in an attempt to quantify the likelihood of an institution failing. One popular method has been a Multivariate Logistic Regression (Martin, 1977; Ohlson, 1980). Most research regarding bank failures have been in the statistical methods domain. Within the past 15 years researchers have been focusing on the application of machine learning algorithms such as support vector machines (Erdogan, 2013; Gogas et al.,2018), random forest (Vuono, Michael 2019), and Neural Networks (López-Iturriaga et al., 2010; Constantin et al. 2018). There is still a debate as to whether statistical methods or machine learning methods are the optimal solution for regulators with (Jing, Zhongbo, Fang. 2018; Beutel, List, von Schweinitz, 2019) both providing evidence that statistical methods may still be the method of choice.

Real world bank failure data is highly imbalanced with some cases having failures representing 10% of the sample with other samples having it represent less then 1% of the overall data. Imbalanced data is a common phenomenon in many fields such as fraud detection, medical detection, and spam detection. This can pose a major problem when trying to predict the outcome especially as in most cases the minority class are the class of interest. Unless accounted for, models tend to be biased towards the majority class reducing the predictive power of the model. A model could have a 97% accuracy on imbalanced data and still fail to correctly predict a single minority class. The two main ways practitioners account for imbalance class are using cost sensitive approaches or sampling. Cost sensitive approaches is the process of assigning costs or weights to the classes which will cause the model to increase the cost of misidentifying the minority class. Sampling approaches attempt to change the class balance of the data set allowing the algorithm to better identify the trends in the minority class thus having better predictive accuracy.

In this paper I have opted to use the sampling to mediate the effect of severe class imbalance in this data set. I will be using under sampling (US), oversampling (OS), Synthetic Minority Over Sampling Technique (SMOTE), and Adaptive Synthetic Sampling (ADASYN) to analyze the different effects of sampling methods on classification of bank failures to create a two year early warning system. Those sampling techniques will be applied to a regularized Logistic Regression to identify the optimal process.

The remainder of the paper is as follows: Section 2: literature review. Section 3: is a discussion of the data. Section 4: explains the methodology of the paper. Section 5: Examines the validation & results, Section 6: Conclusion & Discussion about the methodologies and results. Additionally, limitations and the potential for further research will be touched upon.

**2. Literature Review**

**Bank Failure Literature:**

Most research on predicting bank failures has been based on using financial ratios instead of nominal values as they do not capture the potential impact based on size constraints (Beaver 1966). The ratios used primarily focus on the international regulatory structure **CAMELS** which stands for ***C*** Capital adequacy ***A*** Asset quality ***M*** Management ***E*** Earnings ***L*** Liquidity ***S***Sensitivity capturing idiosyncratic risk. Some studies add macroeconomic indicators attempting to capture the potential systemic risk (Betz, Oprica, Peltonen, & Sarlin, 2014; Mayes & Stremmel). There is still a division as to the significance of macroeconomic variables with (Halling & Hayden, 2006; Vuono 2019) finding lack of significance in prediction ability. There are many differing views on the most critical variables with some claiming capitalization, profitability, and asset quality (Poghosyan and Čihák, 2009) while (Mayes and Stremmel 2012) found that the leverage ratio plays the most pivotal role. Kerstein, Kozberg (2013) found that all six CAMELS categories play a big role in prediction.

Researchers have applied a multitude of techniques ranging from logistic regressions to artificial neural networks. Martin (1977) using discriminant models and logistic regression found that they preformed likewise if the main goal was classification prediction on US banks. Chiaramonte et al. (2016) predicted with 76% accuracy with a three-year forecast utilizing a Discrete time proportional hazards model centering on the z score. Random forest is a relatively new algorithm in regards to bank failure research with little on the matter. Petropoulos, Siakoulis, Stavroulakis, & Vlachogiannakis, (2020) discover that random forest preforms very similarly to artificial neural networks using a two year early warning system. They suggest that random forest might be a potential less computational intense alternative.

**Data Sampling Literature:**

**3. Data**

# Data Stats

* 9,194 unique banks
* 2010 had the most bank failures with 157

The financial data which are to be used as predictor variables were collected from the FDIC’s Statistics of Depository Institutions database which contains all reported bank financial data received by their member institutions. The data used in this paper is quarterly based covering Q1 2006 - Q4 2012. The FDIC keeps a list of banks which have failed or have been in need of assistance. Due to the small sample size of failing banks, it had been decided to predict bank failures as well as banks in need of intervention and/or support. This collection of banks will all be referred to as insolvent throughout the rest of the paper. These banks have been encoded as a binary variable with 1 being an insolvent bank or bank requiring intervention and 0 being a solvent bank representing the dependent variable. The bank failures data was comprised of banks who were insolvent between the years of Q1 2008 – Q1 2014. The discrepancies between the dates of the financial data and insolvent banks were in an effort to create the two-year EWS so the financials are two years prior to insolvency. Given that the banks still existed in future quarterly statements due to the implementation of an EWS, I removed all financial information for insolvent banks past the two-year window to prevent potential noise. Following prior research, it was decided to drop the nominal values for average total assets, average earning assets, average equity, and average total loans as they would not be able to accurately take into account the relative size of the institution

To obtain the training and testing sets, data from Q1 2008 - Q4 2012 were used while the observations from Q1 2013 - Q4 2014 were reserved for the out of time group. The train-test data had an 80/20 split stratified along the solvency indicator due to the highly imbalanced nature of the data. A third data set containing the bank failures from Q1 2013 – Q4 2014 was created which represents an out of time sample. This data set will be used to gauge the model’s generalizability and will be the most closely looked at sample for how the models preform. By incorporating the out-of-time sample it will be another robustness check for potential under or over fitting.

Due to computational costs and the highly imbalanced nature of the data a fourth data set was created for model development. Following the work of BLANK solvent banks were randomly sampled to create a 90-10 distribution between solvent and insolvent banks. All insolvent banks were kept in the model development set. There are BLANK solvent banks and BLANK insolvent banks resulting in the minority class being 10%.

**4. Methodology**

**Under Sampling:** The process in which the majority class is reduced to achieve a desired ratio with the minority class. Usually resulting in a 1:1 ratio between the classes.

**Over Sampling:** Over Sampling increases the minority class to achieve a desired ratio with the majority class. Usually resulting in a 1:1 ratio between the classes.

**SMOTE:** This method uses K-nearest neighbors to create artificial observations to over sample the minority class while undersampling the majority class.

**ADASYN:**

Logistic Regression:

Binary Logistic regression is a generalized linear model that computes the log odds of the dependent variable. Due to the possibility of log odds not being constrained between 0-1 a logistic function is then applied which restricts values between 0-1 and creates a  linear decision boundary unless additional extensions are added. Depending on where the probability cutoff is placed will determine the classification of the observation. If the probability cut off is 0.5 any value above 0.5 will be classified as a 1 while anything below would be a 0. Due to the imbalanced nature of the data it is common for practitioners to lower the probability threshold to increase the rate of classification for the minority class.

Logistic Regression Equation:

logp1-p= 0+ 1x1+…+ Pxp

Elastic Net regularization will also be applied to the Logistic Regression. The purpose of elastic net regularization is to reduce the chance of the model overfitting the training data. Elastic Net uses L1 and L2 penalties to allow better generalizability of the model on unseen data.

Elastic Net Equation:

*L= ∑(ŷi-yi)2+ ∑2+  ∑||*

**5. Results & Validation**

**6. Conclusion & Discussion**

For further research it would optimal to test the various sampling methods amongst different statistical and machine learning algorithms
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